Journal of The Korea Institute of Information Security & Cryptology
VOL.31, NO.6, Dec. 2021

1171
ISSN 1598-3986(Print)
ISSN 2288-2715(0Online)

https://doi.org/10.13089/JKIISC.2021.31.6.1171

AEQ olm|x|olH B4e njEz ez LBP A
WIALE ol % 912 22 S1E"

opte AtEH™ H 7| &
‘olo|E[CHStR (W), 2AYUCystn (wF)

Forgery Detection Scheme Using Enhanced Markov Model and LBP
Texture Operator in Low Quality Images*

Saurabh Agarwal,” Ki-Hyun Jung®
'Amity University (Professor), 2Kyungil University (Professor)

2 o

B AL AEA o]rAe] A4 Tl WP E AR 719 AL Gk o=@ vIrjl BHY
AZe olul] EA Aol AT Gl 2R A A 9 olvlAs} virlel DeHE olviE 7
o) gIskel B2 Gl BAA 54 AnE FEhm PRANE B4R 549 AnE vhenr vds g
S A 54 AR AR] 915 o B e e ARk WyeldE A% ARES o)) 9]
sfol WA QAL AT SVM $571% Eolo] 37 wde At 49 AselE JPEG §h5E A
2 AT PRI AR WHe $5E melsh

ABSTRACT

Image forensic is performed to check image limpidness. In this paper, a robust scheme is discussed to detect median
filtering in low quality images. Detection of median filtering assists in overall image forensic. Improved spatial statistical
features are extracted from the image to classify pristine and median filtered images. Image array data is rescaled to
enhance the spatial statistical information. Features are extracted using Markov model on enhanced spatial statistics. Multiple
difference arrays are considered in different directions for robust feature set. Further, texture operator features are combined
to increase the detection accuracy and SVM binary classifier is applied to train the classification model. Experimental results
are promising for images of low quality JPEG compression.

Keywords: Forgery detection, Texture operator, Median filtering.

|. Introduction Facebook, Instagram and Twitter. Image
is more informative and requires less
Digital images are very popular on memory in comparison with  other

social media platforms such as WhatsApp, information representation alternatives. In
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many countries, images can be shared
easily in contrast to video files, where
speed of the internet is slow. The wide
availability of digital images makes it
vulnerable. Images can be manipulated
and shared by anyone using mobile
applications and software. The main
motive of fake images is to spread some
wrong information to gain political, social,
business advantages. Sometimes, fake
images are also created for fun. As shown
in Fig. 1, the left photo is a fake image.
White eyebrows are created to show that
cat is angry in the fake photo. The right
photo is real in which no changes are
done. If the purpose of the fake photo is
fun, it is not a bad thing. In general, the
purpose is not good that makes the
situation grim and needs a proper
attention.

Several image processing operations are
applied in the process of fake image. Some
common  operations are resampling,
rotation, blurring, denoising, contrast
enhancement, and filtering and so on. The
detection of these operations helps in fake
image detection. In this paper, the
detection of median filtering operation is
focused. Median filter operation is a
nonlinear operator and it serves two
purposes. It is used for denoising and
diminishing the artifacts of other
operations like  resampling,
enhancement, etc. Median filter detection

contrast

Fig. 1. Fake and real photo of cat

is tough in comparison to Gaussian
blurring, and mean filtering. Median filter
changes the image statistics in nonlinear
way. Several attempts have been made to
filtering. As  JPEG
compression is quite popular that make
the problem more challenging, JPEG
compression suppresses the median filter
artifacts. Existing techniques can be
improved further to give better accuracy in

detect  median

compressed images. In this paper, one
attempt is made to detect median filtering
in a low quality JPEG compression and
small size image blocks. The proposed
technique is based on manual feature
extraction process. In manual methods, a
computational requirement is very less in
contrast to deep learning methods without
sacrificing the effectiveness. In the first
phase of manual methods, features need to
be extracted from the image. The
extracted features provide the internal
statistical information. In median filtering
operation, image statistics gets modified.
The statistical gap between non-filtered
and median filtered images can be noticed
by extracting the relevant features. In the
second phase, a relevant classifier is
applied to train the model and testing is
performed using trained model.

Several techniques (1]-(9) based on
manual feature extraction process are
discussed in literature. Kirchner and
Fridrich (1)
filtering detection technique in the first
time. Markov model is applied on
difference arrays in multiple directions

introduced the median

and popularly known as SPAM. Chen et
al. (2] proposed global and local feature
set (GLF) technique. Markov features and
normalized cross correlation features are
combined to improve the performance.
Agarwal et al. (3) applied the Markov
model on the first, second and third order
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difference arrays in multiple directions to
get  better results. Peng et al. (4]
considered the autoregressive model and
Markov model to detect median filtering.
Model is applied on median residual and
other differences. In similar approach, Gao
et al. (5] applied autoregressive model in
frequency domain and Markov model in
spatial domain. In Gao et al.’s method (6],
Markov model and texture features are
combined to get better detection accuracy.
A local configuration pattern is used as a
texture operator. Wang and Gao [(7)
applied the local quadruple pattern for
extracting
discrete cosine transform (DCT) domain.

statistical  information in
Peng et al. (8) considered autoregressive
model and the local binary pattern texture
operator. Gupta and Singhal [(9) extracted
the features in DCT domain after
calculating median filter residual, where a
value of mean, variance, skewness and
kurtosis features are fetched in DCT
domain. After analyzing previous papers,
two outcomes are considered for improving
the existing techniques. First, Markov
model provides the Dbetter statistical
information then autoregressive model.
Second, there is a lot of scope for
considering more robust texture operator.
As a result, modified difference arrays
are considered for extracting improved
Markov features and more robust texture
operators are utilized for performance
boost in this paper.

The proposed scheme is discussed in
next section. Effectiveness of the proposed
scheme is verified in section III using
experimental analysis. The conclusion of
this paper is discussed in section IV.

[I. The Proposed Scheme

A  widespread popularity of digital

images has increased its importance in
people’s life. In this paper, a robust
forensic technique for detection of median
filtering is proposed to preserve the
integrity of images. Markov features are
extracted in enhanced rescaled domain
and combined with robust texture operator
features. The general block diagram of
feature extraction techniques is shown in
Fig. 2. Initially, training and test set are
prepared from pristine and median filtered
images. Features are extracted using the
proposed scheme. SVM classifier is used to
create the trained model using training set
features. The trained model is used for
test set images and images are classified
into pristine and median filtered images.
represented  using
accuracy, sensitivity and specificity.

The results are

Next, the enhanced Markov features

Pristine & Median
Filtered Images

v v

Training Set Testing Set
Feature Feature

Extraction Extraction

! !

Trained

SVM ;
Classifier Model

o

Pristine & median Filtered
Image Detection

Fig. 2. Block diagram of feature extraction
techniques
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extraction process is discussed. Markov
features are popular due to their low
computational cost and robustness in
many classification applications. The
second order Markov features is proved its
worth in comparison with the first, third
and higher order Markov features. In this
paper, the second order Markov model is
Conventionally, the second
order Markov features can be extracted

considered.
using following equation.
ab( Pr( (m, n+2):a‘E(m.n+l) :b7 E(m.n):C) (1)

FE is the thresholded difference array in a
particular direction and a,bcE{—H,: -, H}
and / is the threshold value.

Pr( By ie) =B, 1) =b By =c) =0 if
Pr(Ey,,i1) = b By =c) =0. The difference

array can be defined of a gray level
image G, ) as follows.
D(mm) = C;'(m,n+1) - C;(m,n) (2)

,where Gy E10,1,...L—2,L—1} and

D(mm)e{—L—|—1,—L+2,,..,07...,L—2,L—1}.
Then the thresholded difference array
E is calculated.

m.n)

(m,n) lf _H< Dm n) — H (3)
H if Dy, >H

)

—H if Dy <—H
EZmn)

thresholding
elements with threshold

However, the process

replaces the D

m,n)
value without considering its weight. To

overcome the gap, G elements are

‘m,n)
rescaled first in smaller domain and
generated a new array named as GS,,)
JE{-89—5+1,.. ..,5—1,5}.

The value of S is decided by experimental

where GS,

(m,n)

analysis. The optimal value is obtained 10

for S. Further, difference array is obtained

as follows.
Dsmn GSmn+1 GSmn (4)
.where GS( ) E1-10,..,,10} and
DS, E1—20,..,20} . The enhanced
thresholded difference array — ES,,) Iis
calculated.
—H if DS (myn) S H
ES(m,‘n): D‘S(mm,) lf _Hg DS(m,n) ﬁ H (5)
H if DS, >H

Further, the second order Markov model is
applied to extract features as follows.

KS(p0)=Pr (E5<m,.n+9 ”lEb 1) = 0 ESpn) = c) (6)

The proposed process can improve
significantly without increasing feature
vector size. The features are extracted for
horizontal, vertical, diagonal and minor
diagonal difference arrays in forward and
Further,

operator based features are extracted.

backward directions. texture
Texture operators are effective in many
applications like as face recognition, object
classification, medical imaging and so on.
Some of robust texture operators like LBP
(10, LBPRIU (11), COALBP (12], RICLBP
(13) are also analyzed in median filtering
Simple LBP operator [(10)
provides local statistical information.
LBPRIU (11]) considers rotation invariant
uniform LBP and gives local statistical

detection.

information. Co-occurrence between LBP's
are calculated in COALBP [(12) to get
global information. RICLBP [(13) gives
global structural statistical and local
statistical details among similar type of
LBP. The LBP is treated similarly with
other LBP if it produces a similar pattern
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after rotation from one of the rotation
angel, 0°, 45" 90° 135° and 180°. Further,
co-occurrence of the rotation invariant
LBPs gives global statistical details. The
LBP is derived using Fig. 3. The center
pixel is compared either by horizontal and
vertical neighbors or diagonal neighbors.
The center pixel is compared with
neighbors and then replaced with 0,
otherwise by 1 if neighbor pixel value is
less than center pixel value. Four
neighbors and anti-clock wise direction is
considered for calculating the LBP.

There is a noticeable improvement after
combining enhanced Markov features and
RICLBP texture operator in the proposed
scheme. Experimental results are
discussed in next section. Median filters of

size 3x3 and b5xb are considered for

experimental analysis. The proposed
technique is compared with different
texture operators and some median
filtering detection techniques.
45 12 1 0
15 — — 1011
14 19 0 1
32 1
12 (15| 18 | =] O 1 |— 1001
13 0

Fig. 3. LBP formation

[1l. Experimental Results

Median filtering is a nonlinear operation
and its detection is challenging in
comparison with averaging and Gaussian
filtering. The proposed scheme is applied
on UCID database (14) as many existing
techniques are used. The UCID database
has miscellaneous categories containing

Fig. 4. Example of UCID database images

1,338 images of natural scenes, objects,
peoples, etc. Some images of UCID
database are shown in Fig. 4.

It is concluded from previous literature
and experimental analysis that detection
of median filtering is challenging on low
quality and small size images. Therefore,
experimental results are displayed only for
low JPEG quality factors 30, 50 and 70.
The small size image blocks with 32x32
and 64x64  pixels are
Non-filtered
cropping center block of required size after
applying JPEG  compression. Median
filtered 1images are created by using

considered.

images are created Dby

following steps: apply median filter on the
UCID database images in the first step,
compress images using required quality
factor in the second step and crop the
center block of the compressed median
filtered image in the last step. Padding
artifacts of median filter will not arise by
following these steps. In experiments, 3x3
and 5x5 window size are considered for
median filtering. Training set contains
sixty percent images of both the classes
and testing set contains remaining forty
percent images. Around fifty training and
testing pairs are formed for unbiased
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performance evaluation. The results are
shown in terms of detection accuracy,
sensitivity, and specificity in percentage.

B TP+ TN .
Accuracy = () 100
TP
Sensitivity = ( TP FN) 100 (7)
Speci ficity = ( N )*100

TN+ FP

where true positive, true negative, false
positive and false negative are abbreviated
as 7P, TN, FP and FN, respectively.

The proposed technique is compared
with COALBP, RICLBP, GDCTF, LBP,
LBPRIU, and SPAM. In Fig. 5, an average
detection accuracy is shown to detect
median filter of size 3x3 on block size
64x64. The proposed technique achieves
86.36%, 91.04%, and 93.69% detection
accuracy for JPEG compression quality
factors 30, 50 and 70 respectively. Even
for low quality factor =30, the accuracy
of the proposed method is 86.36%.

Sensitivity (SE) and specificity (SP) can
be seen in Fig. 6. The sensitivity of each
method is higher than its corresponding
specificity. It means that a number of
median filtered images are incorrectly

Accuracyin Percentage
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Fig. 5. Detection accuracy for median filter of
size 3x3 and image size 64x64
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Fig. 6. Sensitivity and specificity for median
filter of size 3x3 and image size 64x64

classified as non-filtered images. The
difference between sensitivity and
specificity values are the highest in
GDCTF technique.

Now, results are shown in Fig. 7 for
median filtering detection of filter size 3x3
on 32x32 pixel blocks. The proposed
technique gives 79.38%, 83.34%, and
88.34% detection accuracy for quality
factors 30, 50 and 70 respectively. For
block size 32x32, the performance gain of
the proposed method is comparatively
better than block size 64x64. It can be
concluded that the proposed scheme gives
better results in tough scenario.

The sensitivity and specificity results

are presented in Fig. 8. The similar

Accuracy in Percentage
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Fig. 7. Detection accuracy for median filter of
size 3x3 and image size 32x32
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Fig. 8. Sensitivity and specificity for median
filter of size 3x3 and image size 32x32

behavior is followed by sensitivity and
specificity for block size 64x64 in Fig. 6.
However, sensitivity and specificity of the
proposed scheme are the highest in
comparison with other techniques.

In Table 1,
displayed for image size 32x32 (B_32) and
64x64 (B_64) for 5x5 median filter. JPEG
compression @=1{30,50,70} is considered.

detection accuracy is

RICLBP performance is comparable with
proposed method, where the proposed
scheme achieves better results. The
performance gain of proposed scheme is
better in low quality compression. There is
additional gain of 2% in detection accuracy
for JPEG @=30.

Sensitivity and specificity is given in

Table 1. Detection accuracy for median filter of
size bxb

Techniques
Q30 | Q50 | @70 | @30 [ @s0 | Q70

COALBP 84.41 86.37 89.24 8850 90.77 92.64

RICLBP 85.61 8731 90.39 8942 91.30 93.73

GDCTF 73.49 7515 76.07 81.78 83.34 84.20

LBP 82.04 8491 86.78 8746 88.96 91.07

LBPRIU 82.90 8441 86.54 86.86 88.34 89.26

Table 2. Sensitivity and specificity for bxb
median filter and 32x32 image

Q_30 Q_50 Q_70

Techniques
SE SP SE Sp SE SP

COALBP 92.07 76.75 92.90 81.83 93.62 85.86

RICLBP 92.25 80.54 92.72 83.12 93.31 87.89

GDCTF 86.21 60.77 87.63 6166 87.63 64.50

LBP 89.41 74.67 §9.94 7988 90.77 82.78

LBPRIU 88.70 77.10 89.05 79.76 89.53 83.55

SPAM 87.69 76.86 88.40 8290 90.53 88.22

PROP. 93.49 81.48 93.96 83.96 94.44 88.64

Table 2 for detection of median filtering
5x5 on 32x32 size images with JPEG
®@=130,50,70}. Sensitivity is higher than
specificity in each scenario. However,
there is a wide gap in sensitivity and
specificity of GDCTF technique.

The difference between sensitivity and
specificity values is affected by the
compression. As the compression
increases, difference between sensitivity
and specificity values also increases.

The sensitivity and specificity are higher
for 64x64 images in comparison with 32x32
images as shown in Table 3.

The sensitivity is higher than specificity
similar with the results of Table 2.
However, the difference between
sensitivity and specificity values is less in

64x64 images in comparison with 32x32

Table 3. Sensitivity and specificity for 5bxb
median filter and 64x64 image

Q_30 Q_50 Q_70

Techniques
SE sp SE sP SE sp

COALBP 94.09 8391 94.44 86.09 95.21 91.07

RICLBP 94.26 85.39 94.74 87.70 95.27 92.08

GDCTF 93.02 70.53 93.79 72.90 9433 73.73

LBP 93.37 81.54 93.56 84.56 94.67 8746

LBPRIU 92.19 81.54 9145 84.50 92.43 86.09

SPAM 82.28 85.65 89.38 88.05 89.44 93.46

SPAM 91.01 85.09 91.24 87.63 94 44 91.49

PROP. 87.49 88.96 91.54 91.51 92.46 94.70

PROP. 95.86 87.16 95.74 89.17 96.39 93.02
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images. It is due to the fact that large

contain statistical
than images.
Similar pattern is also followed by JPEG
compression. As the compression increases
(@ decreases), the statistical information
little

specificity for

size images more

information small size

gets limited. There is difference
between sensitivity and

JPEG @=170.

V. Conclusion

As image forensics assured the integrity
of the images, multiple operations have
been identified in image forensics. In this
scheme for detection of

paper, a new

median filtering has been proposed.
Detection of median filtering has been
significant due to its nonlinear behavior.
In the proposed scheme, image array was
optimum

enhanced statistical information has been

rescaled in domain. The
derived using Markov model. Further, the
operator has
been applied for additional features. The

rotational invariant LBP
proposed scheme has given the satisfactory
in experimental analysis,
the experiments were performed on small

results where

blocks with low quality compression.
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